
E D I T I O N

3

Business
Statistics

With Special Contributions by 

SERINA AL HADDAD, Rollins College

STEFAN RUEDIGER, Arizona State University

R O BE R T  A .  D O N NEL LY,  J R .



Get the Most Out of
MyLab Statistics
MyLab™ Statistics is the teaching and learning platform that empowers instructors to reach 
every student. By combining trusted author content with digital tools and a flexible platform, 
MyLab Statistics personalizes the learning experience and improves results for each student.
It makes learning and using statistical software seamless by allowing users to download and 
copy data sets directly into their programs. Students can access tutorial videos, as well as 
Study Cards for StatCrunch, Excel, Minitab, JMP, R, and SPSS. Many of these resources are also 
available within MyLab exercises as learning aids.

Collect, crunch, and communicate with StatCrunch
With StatCrunch®, Pearson’s 
powerful web-based 
statistical software, access 
tens of thousands of data 
sets including those from the 
textbook, perform complex 
analyses, and generate 
compelling reports. Use 
StatCrunch directly in MyLab 
Statistics or as a standalone 
product.

Enjoy hands-off grading with Excel Projects
Using proven, field-tested 
technology, auto-graded 
Excel Projects let instructors 
seamlessly integrate 
Microsoft Excel content into 
the course without manually 
grading spreadsheets. 
Students can practice 
important statistical skills 
in Excel, use native Excel 
functions and Excel's Data 
analysis Add-in, helping 
them master key concepts 
and gain proficiency with 
the program.

Visit pearson.com/mylab/statistics and click Training & Support to make  
sure you’re getting the most out of MyLab Statistics.



pearson.com/mylab/statistics

Enrich assignments with question libraries
MyLab Statistics includes a number of question libraries providing 
additional opportunities for students to practice statistical thinking.

•	 �StatCrunch Projects provide students with opportunities to analyze and interpret data. Each 
project consists of a series of assignable questions about a large data set.

•	 �The Getting Ready for Statistics Library contains more than 450 exercises on prerequisite topics. 
Assign these questions to students who may need a little extra practice on their prerequisite 
skills to be successful in your course.

Incorporate additional author-created resources in class
Authors infuse their own voice, approach, and experiences teaching statistics into additional text-
specific resources, such as interactive applets, technology manuals, workbooks, and more. Check 
out the Preface to learn more about what’s available for this specific title.

•	� The Conceptual Question 
Library offers 1,000 conceptual- 
based questions to help  
students internalize concepts, 
make interpretations, and think 
critically about statistics.

•	 �The StatTalk Video Library is based on a series 
of 24 videos, hosted by fun-loving statistician 
Andrew Vickers, that demonstrate important 
statistical concepts through interesting stories 
and real-life events.

•	 �Business Insight Videos show how managers  
at top companies use statistics in their every-
day work.





Business 
Statistics

E D I T I O N

3

R O B E R T  A .  D O N N E L LY,  J R .

With Special Contributions by

SERINA AL HADDAD, Rollins College

STEFAN RUEDIGER, Arizona State University



Director, Portfolio Management: Deirdre Lynch

Specialist Portfolio Management Analyst: Suzanna Bainbridge

Editorial Assistant: Morgan Danna

Managing Producer: Scott Disanno

Content Producer: Peggy McMahon

Senior Publishing Services Analyst: Joe Vetere

Manager Quality Control: Mary Durnwald

Manager Content Development: Robert Carroll

Producer: Jean Choe

Product Marketing Manager: Lindsey Erlick

Manager, Rights/Permissions: Gina Cheselka

Full Service Vendor: Pearson CSC

Full Service Project Management: Pearson CSC, Sharon Cahill

Composition: Pearson CSC

Text and Cover Design: Studio Montage

Cover Images: Stock market analysis data on computer screen: 

Nokwan007/Shutterstock; Row of cars: Jaggat Rashidi/

Shutterstock; Students Collaborating On Project On Campus:  

Monkey Business Images/Shutterstock; 3d printer, printing 

house Illustration: Belekekin/Shutterstock; Two cups of Coffee: 

Oleg Samoylov/Shutterstock.

Printer/Binder: LSC Communications, Inc.

Cover Printer: LSC Communications, Inc.

Credits and acknowledgments borrowed from other sources and reproduced, with permission, in this textbook appear on the 

appropriate page within text or on page 934 in the back of this book, which is hereby made part of this copyright page.

MICROSOFT AND/OR ITS RESPECTIVE SUPPLIERS MAKE NO REPRESENTATIONS ABOUT THE SUITABILITY OF THE INFORMATION CONTAINED IN THE 

DOCUMENTS AND RELATED GRAPHICS PUBLISHED AS PART OF THE SERVICES FOR ANY PURPOSE. ALL SUCH DOCUMENTS AND RELATED GRAPHICS ARE 

PROVIDED “AS IS” WITHOUT WARRANTY OF ANY KIND. MICROSOFT AND/OR ITS RESPECTIVE SUPPLIERS HEREBY DISCLAIM ALL WARRANTIES AND 

CONDITIONS WITH REGARD TO THIS INFORMATION, INCLUDING ALL WARRANTIES AND CONDITIONS OF MERCHANTABILITY, WHETHER EXPRESS, IMPLIED OR 

STATUTORY, FITNESS FOR A PARTICULAR PURPOSE, TITLE AND NON-INFRINGEMENT. IN NO EVENT SHALL MICROSOFT AND/OR ITS RESPECTIVE SUPPLIERS 

BE LIABLE FOR ANY SPECIAL, INDIRECT OR CONSEQUENTIAL DAMAGES OR ANY DAMAGES WHATSOEVER RESULTING FROM LOSS OF USE, DATA OR PROFITS, 

WHETHER IN AN ACTION OF CONTRACT, NEGLIGENCE OR OTHER TORTIOUS ACTION, ARISING OUT OF OR IN CONNECTION WITH THE USE OR PERFORMANCE 

OF INFORMATION AVAILABLE FROM THE SERVICES.

THE DOCUMENTS AND RELATED GRAPHICS CONTAINED HEREIN COULD INCLUDE TECHNICAL INACCURACIES OR TYPOGRAPHICAL ERRORS. 

CHANGES ARE PERIODICALLY ADDED TO THE INFORMATION HEREIN. MICROSOFT AND/OR ITS RESPECTIVE SUPPLIERS MAY MAKE IMPROVEMENTS AND/OR 

CHANGES IN THE PRODUCT(S) AND/OR THE PROGRAM(S) DESCRIBED HEREIN AT ANY TIME. PARTIAL SCREEN SHOTS MAY BE VIEWED IN FULL WITHIN THE 

SOFTWARE VERSION SPECIFIED. MICROSOFT®, WINDOWS®, and MICROSOFT OFFICE® ARE REGISTERED TRADEMARKS OF THE MICROSOFT CORPORATION IN 

THE U.S.A. AND OTHER COUNTRIES. THIS BOOK IS NOT SPONSORED OR ENDORSED BY OR AFFILIATED WITH THE MICROSOFT CORPORATION.

Copyright © 2020, 2015, 2013 by Pearson Education, Inc. All Rights Reserved. Printed in the United States of America. This 

publication is protected by copyright, and permission should be obtained from the publisher prior to any prohibited reproduction, 

storage in a retrieval system, or transmission in any form or by any means, electronic, mechanical, photocopying, recording, or 

otherwise. For information regarding permissions, request forms and the appropriate contacts within the Pearson Education Global 

Rights & Permissions department, please visit https://www.pearson.com/us/contact-us/permissions.html.

PEARSON, ALWAYS LEARNING, and MyLab are exclusive trademarks owned by Pearson Education, Inc., or its affiliates in the 

United States and/or other countries.

Unless otherwise indicated herein, any third-party trademarks that appear in this work are the property of their respective owners 

and any references to third-party trademarks, logos or other trade dress are for demonstrative or descriptive purposes only. Such 

references are not intended to imply any sponsorship, endorsement, authorization, or promotion of Pearson’s products by the owners  

of such marks, or any relationship between the owner and Pearson Education, Inc., or its affiliates, authors, licensees or distributors.

Library of Congress Cataloging-in-Publication Data

Names: Donnelly, Robert A., Jr., author.

Title: Business statistics / Robert A. Donnelly, Jr. ; with special  

  contributions by Serina AL Haddad, Rollins College, Stefan Ruediger,  

  Arizona State University.

Description: 3rd edition. | Boston : Pearson, [2020] | Includes  

  bibliographical references and index.

Identifiers: LCCN 2018059450| ISBN 9780134688121 (instructor’s edition) |  

  ISBN 0134688120 (instructor’s edition) | ISBN 9780134685267 (student  

  edition) | ISBN 0134685261 (student edition)

Subjects: LCSH: Commercial statistics. | Industrial management--Statistical  

  methods.

Classification: LCC HF1017 .D646 2020 | DDC 519.5--dc23 LC record available at https://lccn.loc.gov/2018059450

1  19

Student Edition

ISBN-10: 0-13-468526-1

ISBN-13: 978-0-13-468526-7

https://www.pearson.com/us/contact-us/permissions.html
https://lccn.loc.gov/2018059450


To my wife, Debbie, who 
supported and encouraged 
me every step of the way.  
I could not have done this 

without you, Babe.





v

A B O U T  T H E  A U T H O R

Robert A. Donnelly, JR.
The late Robert (Bob) A. Donnelly, Jr., was a professor at Goldey-Beacom 

College in Wilmington, Delaware, with more than 25 years of teaching 

experience. He taught classes in statistics, operations management, 

spreadsheet modeling, and project management at both the undergraduate 

and graduate levels. Bob earned an undergraduate degree in chemical 

engineering from the University of Delaware, after which he worked for several 

years as an engineer with the Diamond Shamrock Corporation in a chlorine 

plant. Despite success in this field, Bob felt drawn to pursue a career in 

education. It was his desire to teach that took him back to school to earn his 

MBA and Ph.D. in Operations Research, also from the University of Delaware. 

Bob also taught in the MBA program at the International School of Management 

in Paris, France. He thoroughly enjoyed discussing research methods and 

business statistics with both his French and American students.

Bob’s working experience prior to his teaching career provided him with 

many opportunities to incorporate real-life examples into classroom learning. 

His students appreciated his knowledge of the business world as well as his 

mastery of the course subject matter. Many former students have sought Bob’s 

assistance in work-related issues that dealt with his expertise. Typical student 

comments focused on his genuine concern for their welfare and his desire to 

help them succeed in reaching their goals.



vi

A B O U T  T H E  S P E C I A L  C O N T R I B U T O R S

SERINA AL HADDAD

Serina Al Haddad, Ph.D., is a visiting assistant professor in the business department at 
Rollins College in Winter Park, Florida, where she teaches classes in business statistics 
and operations management. She taught classes in business statistics and analytics at 
Stetson University for three years and received the Outstanding Teacher of the Year 
Award in 2017. Serina also taught undergraduate and graduate classes in statistics 
and decision analysis at the University of Central Florida (UCF). She completed her 
doctorate at UCF in industrial engineering and management systems. She has more 
than fourteen years of experience working in both academia and industry. She held 
multiple positions in statistical quality control, customer relationship management, 
institutional development, and business process reengineering. Her research interests 
include statistics, business analytics, innovation, and organizational development.

Serina is a freelance consultant and trainer. She is one of the main authors of Excel 
projects in Pearson MyLab Statistics. She has worked with many organizations including 
Junior Achievement, State University of New York and the United States Agency for 
International Development (USAID). She is a member of the Institute of Industrial and 
Systems Engineering (IISE). She was a founding member and served as president of the 
IISE student chapter at her undergraduate university. Serina’s working experience brings 
a lot of real-life examples to the classroom. Her students appreciate her passionate 
teaching, which keeps them highly engaged throughout the learning process.

STEFAN RUEDIGER

Stefan Ruediger, Ph.D., is a clinical associate professor in the economics department 
in the W. P. Carey School of Business at Arizona State University (ASU), where he 
teaches classes in business statistics, managerial economics, and principles of 
macroeconomics. He taught classes in economics at the University of Wisconsin–
Stevens Point from 2008 to 2013 and received the School of Business and Economics 
Teaching Excellence Award in 2012. Stefan also taught undergraduate classes in 
economics at the University of Wisconsin–Parkside and at the University of Wisconsin–
Milwaukee (UWM). He completed his doctorate at UWM. He has more than fifteen 
years of experience working in academia.

His research is focused on economic and statistics education, economic development, 
and financial economics. He has several publications in these areas and has won awards 
for his research. Stefan has worked in collaboration with colleagues at ASU on developing 
new adaptive courseware tools, in-class instructional materials, instructional videos, and 
teaching modes to improve student success, increase student retention rates, and 
decrease withdrawal rates. These projects have been supported by grants from the 
Gates Foundation and the Association of Public and Land-grant Universities (APLU).

In addition, Stefan was a track and field coach at UWM for five years and a member of 
the German Bobsledding national team for four years. His athletic background always 
provides a good basis for fun conversations with students and is a source of great 
economics and statistics examples.



vii

B R I E F  C O N T E N T S

	 Preface  |  xiii

	 Acknowledgments  |  xx

	 Dear Students  |  xxiv

	 Index of Applications  |  xxv

CHAPTER  1	 An Introduction to Business Statistics  |  1

CHAPTER  2	 Displaying Descriptive Statistics  |  22

CHAPTER  3	 Calculating Descriptive Statistics  |  78

CHAPTER  4	 Introduction to Probabilities  |  148

CHAPTER  5	 Discrete Probability Distributions  |  198

CHAPTER  6	 Continuous Probability Distributions  |  248

CHAPTER  7	 Sampling and Sampling Distributions  |  290

CHAPTER  8	 Confidence Intervals  |  335

CHAPTER  9	 Hypothesis Testing for a Single Population  |  380

CHAPTER  10	 �Hypothesis Tests Comparing Two Populations  |  431

CHAPTER  11	 Analysis of Variance (ANOVA) Procedures  |  494

CHAPTER  12	 Chi-Square Tests  |  565

CHAPTER  13	 �Hypothesis Tests for the Population Variance  |  614

CHAPTER  14	 Correlation and Simple Linear Regression  |  640

CHAPTER  15	 Multiple Regression and Model Building  |  700

CHAPTER  16	 Forecasting  |  761

CHAPTER  17	 Decision Analysis (online)  |  17-1

CHAPTER  18	 Nonparametric Statistics (online)  |  18-1

	 Appendix A: Tables  |  821

	� Appendix B: Answers to Selected  
Even-Numbered Problems  |  859

	 Photo Credits  |  934

	 Index  |  935





ix

T A B L E  O F  C O N T E N T S

	 Preface  |  xiii

	 Acknowledgments  |  xx

	 Dear Students  |  xxiv

	 Index of Applications  xxv

  1	 An Introduction to Business Statistics  |  1

	 1.1	 Business Statistics and Their Uses  2

	 1.2	 Data  4

	 1.3	 Branches of Statistics  12
		  FOCUS ON ANALYTICS 14

	 1.4	 Ethics and Statistics—It’s a Dangerous World of Data Out There  15

		  Summary/Key Terms 17  •  Problems 18  •  Solutions to…YOUR TURN 21

  2	 Displaying Descriptive Statistics  |  22

	 2.1	 The Role Technology Plays in Statistics  24

	 2.2	 Displaying Quantitative Data  26

	 2.3	 Displaying Qualitative Data  43

	 2.4	 Contingency Tables  55

	 2.5	 Stem and Leaf Display  60

	 2.6	 Scatter Plots  62

		  FOCUS ON ANALYTICS: The Real Estate Market 66

		  Summary/Key Terms 68  •  Problems 69  •  Solutions to…YOUR TURN 76

  3	 Calculating Descriptive Statistics  |  78

	 3.1	 Measures of Central Tendency  79

	 3.2	 Measures of Variability  93

	 3.3	 Using the Mean and Standard Deviation Together  103

	 3.4	 Working with Grouped Data  113

	 3.5	 Measures of Relative Position  117

	 3.6	 Measures of Association Between Two Variables  128

		  FOCUS ON ANALYTICS: Fitness Trackers 133

		  Summary 135  •  Key Terms 136  •  Formulas 137  •  Problems 139  • 

		  Solutions to…YOUR TURN 144

4	 Introduction to Probabilities  |  148

	 4.1	 An Introduction to Probabilities  149

	 4.2	 Probability Rules for More Than One Event  157



x

	 4.3	 Counting Principles  180

		  FOCUS ON ANALYTICS: Stock Investment 186

		�  Summary/Key Terms 187  •  Formulas 188  •   

Problems 190  •  Solutions to…

		  YOUR TURN 194

    5	 Discrete Probability Distributions  |  198

	 5.1	 Introduction to Discrete Probability

		  Distributions  200

	 5.2	 Binomial Distributions  212

	 5.3	 Poisson Distributions  222

	 5.4	 The Hypergeometric Distribution  230

		 FOCUS ON ANALYTICS: Decision Making  
under Risk 234

		�  Summary/Key Terms 236  •  Formulas 237  •   

Problems 238  •  Solutions to… 

YOUR TURN 244

    6	 Continuous Probability Distributions  |  248

	 6.1	 Continuous Random Variables  249

	 6.2	 Normal Probability Distributions  251

	 6.3	 Exponential Probability 

		  Distributions  269

	 6.4	 Uniform Probability Distributions  273

		  FOCUS ON ANALYTICS: Six Sigma 277

		�  Summary/Key Terms 280  •  Formulas 281  •   

Problems 282  •  Solutions to… 

YOUR TURN 288

    7	 Sampling and Sampling Distributions  |  290

	 7.1	 Why Sample?  291

	 7.2	 Types of Sampling  292

	 7.3	 Sampling and Nonsampling Errors  299

	 7.4	 The Central Limit Theorem  303

	 7.5	 The Sampling Distribution of the 

		  Proportion  318

		 FOCUS ON ANALYTICS: Measuring Television 
Viewership 322

		�  Summary 325  •  Key Terms /Formulas 326  •   

Problems 327  •  Solutions to… 

YOUR TURN 332

     8	 Confidence Intervals  |  335

	 8.1	 Point Estimates  336

	 8.2	 �Calculating Confidence Intervals for the 

Mean When the Standard Deviation 1s2 

of a Population is Known  337

	 8.3	 �Calculating Confidence Intervals for the 

Mean When the Standard Deviation 1s2 

of a Population is Unknown  349

	 8.4	 �Calculating Confidence Intervals for 

Proportions  355

	 8.5	 Determining the Sample Size  359

	 8.6	 �Calculating Confidence Intervals for 

Finite Populations  364

		 FOCUS ON ANALYTICS: Confidence Intervals  
and Surveys 366

		�  Summary/Key Terms 368  •  Formulas 369  •   

Problems 371  •  Solutions to… 

YOUR TURN  376

     9	 �Hypothesis Testing for a  
Single Population  |  380

	 9.1	 An Introduction to Hypothesis Testing  381

	 9.2	 �Hypothesis Testing for the Population 

Mean When s is Known  388

	 9.3	 �Hypothesis Testing for the Population 

Mean When s is Unknown  400

	 9.4	 �Hypothesis Testing for the Proportion of 

a Population  407

	 9.5	 Type II Errors  411

		 FOCUS ON ANALYTICS: FDA’s New Drug 
Approval Decision 417

		�  Summary/Key Terms 420  •  Formulas 421  •   

Problems 422  •  Solutions to… 

YOUR TURN 427

  10	� Hypothesis Tests Comparing  
Two Populations  |  431

	 10.1	 �Comparing Two Means with Known 

Standard Deviations  433
	 • Independent Samples
	 • Known Population Standard Deviations (s) and (s)



xi

	 10.2	 �Comparing Two Population Means 

with  442
	 • Independent Samples
	 • Unknown Population Standard Deviations (s) and (s)

	 10.3	 �Hypothesis Testing with Dependent 

Samples  460

	 10.4	 �Comparing Two Population Proportions 

with Independent Samples  470

		 FOCUS ON ANALYTICS: Clinical Trial Design 
and Placebo Response 477

		�  Summary/Key Terms 478  •  Formulas 479  •   

Problems 482  •  Solutions to… 

YOUR TURN 488

      11	� Analysis of Variance (ANOVA) 
Procedures  |  494

	 11.1	 �One-Way ANOVA: Examining the Effect 

a Single Factor Has on the Means of 

Populations  496

	 11.2	 �Randomized Block ANOVA: Examining 

the Effects of a Single Factor by 

Blocking a Second Factor  515

	 11.3	 �Two-Way ANOVA: Examining the 

Effects Two Factors Have on the Means 

of Populations  532

		 FOCUS ON ANALYTICS: Production Process 
Characterization 545

		�  Summary 549  •  Key Terms 550  •  Formulas 

551  •  Problems 553  •  Solutions to… 

YOUR TURN 559

       12	 Chi-Square Tests  |  565

	 12.1	 �Comparing Two or More Population 

Proportions  567

	 12.2	 �Determining If Observed Frequencies 

Follow a Known Probability 

Distribution  574

	 12.3	 �Testing the Independence of  

Two Variables  594

		 FOCUS ON ANALYTICS: Gender Bias in 
Decision Making  598

		�  Summary/Key Terms 600  •  Formulas / 

Problems 601  •  Solutions to… 

YOUR TURN  608

  13	� Hypothesis Tests for the  
Population Variance  |  614

	 13.1	 �Testing the Variance of a Single 

Population  615

	 13.2	 �Comparing the Variances of Two 

Populations  623

		 FOCUS ON ANALYTICS: Shortening Waiting  
Times in Line 630

		�  Summary/Formulas 632  •  Problems 633  •   

Solutions to…YOUR TURN  637

    14	 �Correlation and Simple  
Linear Regression  |  640

	 14.1	 �Dependent and Independent 

Variables  642

	 14.2	 Correlation Analysis  642

	 14.3	 �Simple Linear Regression  

Analysis  649

	 14.4	 �Using a Regression to Make a 

Prediction  664

	 14.5	 �Testing the Significance of  

the Slope of the Regression 

Formula  669

	 14.6	 �Assumptions for Regression 

Analysis  674

	 14.7	 �A Simple Regression Example  

with a Negative Correlation  677
		  �FOCUS ON ANALYTICS: The Law of  

Supply and Demand 685

	 14.8	 �Some Final (but Very Important) 

Thoughts  687

		�  Summary 688  •  Key Terms /Formulas 689  •   

Problems 691  •  Solutions to… 

YOUR TURN 695



xii

      15	 �Multiple Regression and  
Model Building  |  700

	 15.1	 �Developing the Multiple Regression 

Model  701

	 15.2	 �Explaining the Variation of the 

Dependent Variable  709

	 15.3	 �Inferences about the Independent 

Variables  718

	 15.4	 �Using Qualitative Independent 

Variables  723

	 15.5	 Model Building  730

		�  FOCUS ON ANALYTICS: Predicting Oil and  
Gas Prices  747

		�  Summary 750  •  Key Terms /Formulas 751  •   

Problems 752  •  Solutions to… 

YOUR TURN  756

        16	 Forecasting  |  761

	 16.1	 Introduction to Forecasting  762

	 16.2	 Smoothing Forecasting Methods  764

	 16.3	 Forecasting with Regression Analysis  780

	 16.4	 Forecasting with Seasonality  793

		�  FOCUS ON ANALYTICS: Economic  
Forecasting 806

		�  Summary 809  •  Key Terms 810  •  Formulas/ 

Problems 811  •  Solutions to… 

YOUR TURN 815

      17	 Decision Analysis (online)  |  17-1

	 17.1	 Introduction to Decision Analysis  17-2

	 17.2	 Constructing a Decision Table  17-3

	 17.3	 �Decision Making Under Uncertainty  17-6

	 17.4	 Decision Making Under Risk  17-12

	 17.5	 �Decision Making Using Decision 

Trees  17-16

	 17.6	 �Using Bayes’ Theorem to Calculate 

Posterior Probabilities  17-27

		�  Summary/Key Terms 17-32  •  Formulas  

17-33  •  Problems 17-34  •  Solutions to…

YOUR TURN 17-38

       18	 Nonparametric Statistics (online)  |  18-1

	 18.1	 �Introduction to Nonparametric 

Statistics  18-2

	 18.2	 The Sign Test  18-4

	 18.3	 �The Wilcoxon Rank-Sum Test for Two 

Independent Samples  18-14

	 18.4	 �The Wilcoxon Signed-Rank Test for Two 

Dependent Samples  18-22

	 18.5	 �The Kruskal–Wallis One-Way 

ANOVA  18-27

	 18.6	 �The Spearman Rank-Order Correlation 

Coefficient  18-31

		�  Summary 18-37  •  Key Terms /Formulas 18-38  •  

Problems 18-39  •  Solutions to… 

YOUR TURN 18-45

	 Appendix C: Tables for Chapter 18 18–49

	 Appendix A  |  821
	   1	 Binomial Probabilities  821

	   2	 Poisson Probabilities  832

	   3	 �Cumulative Probabilities for the 

Standard Normal Distribuition  837

	   4	 �Cumulative Probabilities for the 

Standard Normal Distribution  838

	   5	 Student’s t-distribution  839

	   6	 F–distribution  842

	   7	 �Critical Values of the Studentized 

Range, Q  852

	   8	 Chi–Square Distribution  855

	   9	 �Critical Values for the Durbin-Watson 

Statistic  856

	 Appendix B  |  859
		 �Answers to Selected Even-Numbered 

Problems  859

	 Photo Credits  |  934

	 Index  |  935



xiii

P R E F A C E

Business Statistics, third edition, is a one- or two-semester textbook written in 
a conversational tone designed to reduce the level of anxiety that many students 
experience when taking a statistics course.

Many of today’s business students are intimidated by their statistics textbook. These stu-
dents often view their textbook as an obstacle to overcome rather than a tool to help them 
succeed. To address this issue, The late Robert Donnelly wrote Business Statistics in a straight-
forward, conversational tone that helps to reduce the anxiety many students experience with 
this course. His experience as both a writer and a teacher taught him that students learn more 
effectively when they feel a personal connection with their instructor. Many traditional text-
books tend to “talk down” to students in a manner that many find difficult to understand. 
Donnelly preferred a textbook that “talks to” the students as he did in the classroom, provid-
ing them a sense that he is on their side, encouraging them every step of the way.

We, Bob Donnelly and the two new contributors, Serina Al Haddad and Stefan Reudiger, 
strongly believe that students learn most effectively when they solve statistics problems as 
they learn new concepts rather than later (often right before the next exam). To facilitate this 
philosophy, we provide the student with a parallel problem labeled “Your Turn,” which 
allows them to work alongside the example that is being demonstrated in the chapter. We 
attempt to motivate them to do these exercises with a little levity but it’s not beneath us to 
downright beg them to give it a try. We show the entire solution at the end of the chapter, so 
they can quickly check if their answer is correct. We call this the “learn it, do it, check it” cycle, 
where students learn by reading an example, doing a similar problem on their own, and 
finally checking their answer to confirm they understand. In effect, the textbook also plays the 
role of a workbook for the students, keeping them actively engaged in the learning process. 
Too often, students skim through an example that is completely solved for them in the text 
and convince themselves they understand the concept—that is, until they are trying to solve a 
similar problem in an exam for the first time. Our approach encourages students to work 
through examples and confirm they grasp the concept before moving on to the next topic.

We have inserted many author’s comments in the margins that provide useful insights 
along the way. This feature is analogous to the side comments you would make to your stu-
dents during a lecture to help them better understand the material. We have found this to be 
an effective technique to help keep students focused on material that they may find confusing  
or overwhelming.

To help students be successful in your course, Business Statistics, third edition, 
has the following attributes:

■■ Is written in a straightforward, conversational tone to reduce the anxiety that many 
business students experience with the topic of statistics.

■■ Uses a “learn it, do it, check it” cycle by providing parallel Your Turn problems through-
out each chapter, the textbook essentially serves as a workbook, allowing students to con-
vince themselves they really understand a concept before moving on to the next topic.

■■ Incorporates author’s comments in the margins, which are analogous to the side com-
ments that an instructor would make during a lecture to help students better under-
stand the material.

■■ Utilizes technology (Microsoft Excel 2016) in applying statistical analyses and refers 
students to available Excel projects, when applicable.

NEW TO THIS EDITION
We are very excited to offer several new features and many updated features in the 
third edition of Business Statistics. We have

■■ Updated technology coverage with Microsoft Excel 2016, including steps and figures. 
Excel as an analytical tool is not expensive and is often available on computers. Excel 
has become one of the most utilized analysis and business intelligence tools. This 
edition focuses on native Excel and Excel’s Data Analysis ToolPak.
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■■ Updated data sets in problems, examples, and Your Turns with current available data 
and replaced outdated or obsolete examples and data sets with more timely topics and 
data sets that relate to current business systems, technologies, and applications.

■■ Focused more on Excel and Excel’s Data Analysis ToolPak, which covers most 
functionalities needed in this course.

■■ Added Excel Projects and callouts to these projects relating to a certain topic or section. 
The topics span the entire course, from describing and calculating data to hypothesis 
testing to linear regression. These Excel assignments allow students to apply statistical 
analysis using Excel native functions and Excel’s Data Analysis Add-in.

■■ Added Focus on Analytics, a new feature, in Chapters 1 through 16. This feature dis-
cusses business analytics examples and applications, which is an area that uses statisti-
cal analysis in the business world to come to meaningful conclusions and make 
decisions. Business analytics has become one of the top management approaches for 
achieving greater competitiveness.

The following table shows the number of wins per season for the New York Yankees 1974 until 2017, not 
including the strike-shortened seasons of 1981, 1994, and 1995. These data can also be found in the 
Excel file Yankees wins.xlsx.

91  84  87  84  85 95 97 95 103 89 94

97  95 101 101 103 95 87 98 114 96 92

88  76  71  67  74 85 89 90  97 87 91

79 103  89 100 100 97 83 89

Use seven classes, each with a class width of 10. Start with 51–60, 61–70, and so on, and then con-
struct a histogram and an ogive using Excel. What conclusions can you draw when in terms of the cumu-
lative frequency of the wins? Answers can be found on page 76.

YOUR TURN4

2.2 Section Problems

Basic Skills
2.1 Using the 2k Ú n rule, determine the number of 

classes needed for the following data set sizes.
a. n = 100
b. n = 300
c. n = 1,000
d. n = 2,000

2.2 A data set that consists of 50 numbers has a minimum 
value of 16 and a maximum value of 74. Determine the 
class boundaries using the 2k Ú n rule if the data are
a. discrete
b. continuous

2.3 Consider the following discrete data:
 2 4 3 3 1 1 5 2 2 1 1 3
 5 2 1 4 3 4 2 2 1 3 4 5

a. Construct a frequency distribution.
b. Construct a relative frequency distribution.
c. Construct a cumulative relative frequency 

distribution.

2.4 Consider the following continuous data.

 17.5 19.8 29.9 28.1 15.7 21.7
 33.6 21.1 19.8 32.7 15.1 13.9
 31.8 39.8 33.1 19.6 23.5 42.8
 21.7 36.8 35.6 14.5 24.2 14.7
 19.2 21.8 20.7 26.9 26.7 35.2

a. Construct a frequency distribution using the 
2k Ú n rule.

b. Construct a relative frequency distribution.
c. Construct a cumulative relative frequency 

distribution.

Applications
2.5 The results of a survey that collected the current credit 

card balances for 36 undergraduate college students 
are shown in the following table. These data can also 
be found in the Excel file college credit card.xlsx.

 $2,467 $3,373 $434 $1,426 $4,628 $167
 $5,927 $4,064 $4,503 $2,600 $3,673 $4,231
 $1,788 $5,805 $5,395 $733 $4,890 $1,455
 $5,817 $1,145 $846 $739 $4,370 $986
 $5,729 $1,159 $1,021 $1,563 $967 $499
 $353 $2,297 $289 $375 $162 $1,740

a. Using the 2k Ú n rule, construct a frequency dis-
tribution for these data.

b. Using the results from part a, calculate the rela-
tive frequencies for each class.

c. Using the results from part a, calculate the cumu-
lative relative frequencies for each class.

d. Construct a histogram for these data.
2.6 The following table shows the number of students 

in the 25 classes being taught this semester at 
Goldey-Beacom College.

 32 42 42 24 33 25 37 23 35 18 46 37 34
 25 45 38 28 42 32 43 43 36 28 27 40

a. Using the 2k Ú n rule, construct a frequency dis-
tribution for these data.

b. Using the results from part a, calculate the rela-
tive frequencies for each class.

c. Using the results from part a, calculate the cumu-
lative relative frequencies for each class.

d. Construct a histogram for these data.

PROJEC T : E XC E L
Describing_Data_A_Frequency_
Distributions
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4.3 Section Problems 
Basic Skills
4.31 If the order of objects is of importance, how many 

ways can I select eight objects three at a time?
4.32 If the order of objects is of importance, how many 

ways can I select nine objects two at a time?
4.33 If the order of objects is not of importance, how 

many ways can I select eight objects three at a time? 
Why is this result different from Problem 4.31?

4.34 If the order of objects is not of importance, how 
many ways can I select nine objects two at a time? 
Why is this result different from Problem 4.32?

Applications
4.35 I would like to customize a desktop computer online. 

I have to choose among the following categories:
• processor (five choices)
• hard drive (four choices)
• memory (three choices)
• monitor (four choices)
• keyboard (two choices)

 How many unique computers can I configure with 
these choices?

4.36 In a race with eight swimmers, how many ways can 
the swimmers finish first, second, and third?

4.37 A panel of 12 jurors needs to be selected from a group of 
50 people. How many different juries can be selected?

4.38 What is the probability of being dealt a full house 
(three-of-a-kind and a pair) in five-card poker?

4.39 What is the probability of winning a 4>20 lottery game 
where 4 numbers are picked from a range of 20?

4.40 There are four teams in the NFL’s NFC North Divi-
sion. How many different ways can the four teams 
finish at the end of the season in the standings?

4.41 An event planner needs to decide a seating arrange-
ment for eight people at a table. Calculate the total num-
ber of possible arrangements from which to choose.

4.42 A research study needs to select three people to par-
ticipate from a group of nine. Calculate the total 
number of unique groups that can be formed.

4.43 An executive needs to select 4 stores from a total of 10 
to participate in a customer service program. Deter-
mine the number of possible groups of four stores.

4.44 Determine the number of ways in which a jury of 6 
men and 6 women can be selected from a group of 
13 men and 15 women.

We have learned about probability and that there is a great 
deal of uncertainty and risk when making decisions in the 
business world. Probability plays an important role in the 
stock market because decisions made to invest in stocks 
are built on the probability of the price of the stock going 
up or down.

Since it is not easy to know the probability of an increase 
in a certain stock price, many investors rely on the average 
of significant stocks on the market and act accordingly. 
For example, if an investor is interested in knowing if a par-
ticular stock’s price will increase, the investor can use the 
Dow Jones Industrial Average, which reflects the average 
of 30 significant stocks traded on the New York Stock 
Exchange (NYSE) and NASDAQ.

If there is a relationship between the Dow Jones and your 
stock, then there is an intersection between the two events 
“stock price going up” and “Dow Jones going up,” as 
shown in orange in Figure 4.11.

Dow
Jones
up

Stock
Price
up

Dow Jones goes up
and stock goes up

figure 4.11  Conditional Probability in Stock Investment

Once the investor knows that the Dow Jones has gone up, 

he knows that no event outside the Dow Jones circle can 

occur. Since the attention is now restricted to “Dow Jones 

Up” circle, the investor needs to find the probability of the 

stock price going up within that restricted space, which is 

the area in orange. This is an application of conditional 

probability, which can be represented mathematically by:

F O C U S  O N  A N A LY T I C S   Stock Investment

P1Investor Stock goes up �Dow Jones went up2 =
P1Investor Stock goes up ¨ Dow Jones went up2

P 1Dow Jones went up2

M04_DONN5267_03_SE_C04.indd   186 24/01/19   8:21 PM

■■ In Chapter 1, introduced a topic on data sets and databases that explains definitions and 
shows examples and tables.

■■ In Chapter 2, added a topic that explains how to create histograms using Excel charts and a 
topic on Sparklines with definitions and steps. The polygon topic was replaced by the ogive.

■■ In Chapter 3, added a topic that explains short-cut formulas to find the sample variance 
and standard deviation in Excel in as well as a topic that demonstrates the use of Excel to 
draw box-and-whisker plots.

■■ In Chapter 4, added a topic that explains how to create contingency tables with probabili-
ties in Excel by using a pivot table. More tables and explanations have been added for 
Bayes’ theorem to simplify the logic and the process of deriving Bayes’ theorem.

■■ In Chapter 5, added a topic that explains how to find the mean of a discrete probability 
distribution in Excel.

■■ In Chapter 9, added a topic that explains how to use Excel to perform a hypothesis test 
for the mean when s is known.

■■ In Chapters 12 and 13, added a topic that explains how to use Excel to determine the 
p-value.
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TEXTBOOK FEATURES
■■ Current business examples that keep the students’ interest—Statistical procedures 

are applied to products and services that students can relate to such as the following:

•	 Approximating the probability of an accident similar to the BP oil spill in the Gulf of 
Mexico occurring again in the near future

•	 Liberty Mutual Insurance Company comparing the proportion of auto accident claims 
for clients with and without good student discounts

•	 Comparing satisfaction scores for various smartphone brands
•	 The shortage of Internet protocol (IP) addresses using the original IPv4 format

■■ Your Turn problems after every major section—These problems are strategically 
placed throughout the chapter and are designed to reinforce key concepts. Complete 
solutions to these problems can be found at the end of the chapter. Students learn more 
effectively when they actively solve problems rather than skim through examples that 
are completely solved for them.
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4. In the Descriptive Statistics dialog box, click on the text box for Input Range: 
and select Cells A1:A5.

5. Click on the text box for Output Range: and select Cell C1.
6. Check Summary statistics, and click OK.

Figure 3.11 shows the Data Analysis output for our Red Cross example. The 
spreadsheet shows the sample standard deviation, variance, and range values in red 
that we calculated earlier in this section.

figure 3.11
 Calculating the Sample 
Variance and Standard 
Deviation Using Excel Data 
Analysis

Excel also provides the following functions to calculate the population variance 
and standard deviation, for our class size example as shown in Figure 3.12. Notice 
the letter P in VAR.P and STDEV.P, which indicates “population.”

=VAR.P1data values2
=STDEV.P1data values2

figure 3.12
 Calculating the Population 
Variance and Standard 
Deviation Using Excel 
Formulas

Before you go any further in this chapter, try your hand at calculating the vari-
ances and standard deviations in the next Your Turn box.

1. The following data represent the number of books that seven adults have read during the past 
12 months. Determine the variance and standard deviation of these data.

10  10  4  8  13  6  11

2. The ages of eight employees at a local PNC Bank branch are shown here. Determine the variance 
and standard deviation of these data.

32  40  27  29  34  38  46  24

Answers can be found on page 144.

YOUR TURN4

Why Divide by n − 1 for the Sample Variance?
A common question that my students often ask is why the denominator in the popu-
lation variance formula is N and the denominator for the sample variance formula  
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The Advantages and Disadvantages of Using 
the Mean to Summarize Data
The mean is a convenient measurement for summarizing a data set with a single value. 
Most students will agree with me when I say it’s a pretty easy calculation to perform 
and understand. However, you need to beware of the mean’s potential pitfalls.

I’ll use the following example to demonstrate the first drawback of the mean. 
Suppose you have just been hired as a quality control manager for Kellogg’s, and 
you are responsible for ensuring that each box of Frosted Flakes is properly filled 
with 18 ounces of cereal. On Friday afternoon, your staff informs you that a sample 
of filled cereal boxes has an average weight of 18.1 ounces. Satisfied that the process 
is working well, you head home for a relaxing weekend, only to return Monday to 
customer complaints that their Frosted Flakes boxes were missing some Frosted 
Flakes! How can this be? When you ask to see the data from Friday’s sample, you are 
shocked. The weights of the boxes sampled ranged widely. As the following formula 
shows, one box contained only 13.1 ounces of Frosted Flakes, whereas another 
contained a whopping 22.7 ounces!

x =
a
n

i= 1
xi

n =
14.2 + 19.6 + 22.7 + 13.1 + 20.9

5
=

90.5
5

= 18.1 ounces

Obviously, the process was over-filling and under-filling boxes, resulting in a 
sample mean that led you to believe all was well. This example highlights one draw-
back of using the mean: When you summarize data with a single value, you lose 
information about the original data, which in this case was critical. On Tuesday, you 
find yourself updating your resume and searching the Internet for a new job.

Another concern about relying on the mean involves how it is affected by outli-
ers in the data. Outliers are extreme values above or below the mean that require 
special consideration. They could be caused by data entry errors or measurement 
errors. In this case, you should consider deleting these values from the data set to 
avoid distorting the  analysis. However, the outlier could be a legitimate value that 

Outliers are values that are much 
higher or lower than most of the data.

When you rely on the mean 
to summarize many data 
values, you lose important 
information about the 
original data.
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table 4.4 |  The Empirical Probabilities of a Coin Flip

outcome frequency probability

Heads 0 0>3 = 0.00
Tails 3 3>3 = 1.00
Total 3 3 ,3 = 1.00

The law of large numbers states 
that when an experiment is conducted 
a large number of times, the empirical 
probabil it ies of the process wil l 
converge to the classical probabilities.

In a recent survey of 1,025 adults the poll-taking company Gallup asked how much money they planned 
to spend on Christmas gifts. The results are shown in the following table:

Amount Frequency

$1,000 or more 297

$500–$999 246

$250–$499 144

$100–$249 164

Less than $100 41

No opinion 133

YOUR TURN2

Even though the empirical probability of a tails in this example is 100%, we all 
know the classical probability is 50%. If we flipped the coin, say, 500 times, the 
empirical probability would be very close to 50%. What we have discovered here is 
the law of large numbers, which states that when an experiment is conducted a large 
number of times, the empirical probabilities of the process will converge to the clas-
sical probabilities.

The following Your Turn problem will give you an opportunity to test your 
newly learned empirical probability skills.

■■ Author’s comments—In the margins, you will find comments that help clarify spe-
cific topics. These comments often point to an appropriate location in the chapter and 
are analogous to the comments you as an instructor might make in class to provide 
your students with some additional insight to the material.

■■ Step-by-step approach to complicated statistical procedures—Many students tend 
to get “lost in the forest” when facing complicated procedures such as hypothesis test-
ing, analysis of variance (ANOVA), and regression. We break these procedures down 
into bite-size, repeatable steps that can be applied to solve a variety of problems. As a 
result, the student has a consistent road map to follow when deciding how to proceed 
with a specific technique.

■■ Highlighted text—Throughout the textbook, we highlighted text to draw the student’s 
attention to a key point in the chapter. This will reinforce important concepts that could 
otherwise be overlooked by the student.
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■■ Statistics in Practice—Throughout the textbook, examples of how statistics is used in 
today’s business environment are described in specially marked sections within the 
chapter. Examples include the following:

•	 Government reports of unemployment figures using confidence intervals and the 
interpretation of these results

•	 Comparison of customer feedback for different snack food products from Herr’s Food 
Company

•	 A statistical technique that health care insurance companies can rely on to investigate 
unusual billing practices from doctors’ offices

•	 Comparison of performances of Olympic athletes across different sporting events

508   C H A P T E R  11 | Analysis of Variance (ANOVA) Procedures

figure 11.8a

Conducting a One-Way 
ANOVA Test Using Excel 
(Steps 1–3)

figure 11.8c

figure 11.8b

Conducting a One-Way 
ANOVA Test Using Excel 
(Step 4)

Figure 11.8C shows the ANOVA output for the smartphone example, which 
matches our results from the previous section.

■■ Excel Project callouts—After covering a topic or section, you will find callouts to Excel 
projects that are available in MyLab Statistics. These Excel projects allow you to apply 
the statistical analysis learned in an Excel file that you download and work on by fol-
lowing specific instruction, then upload for auto grading.
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formulas used to calculate the sample covariance and sample correlation coefficient 
for the data set. The Excel functions for these calculations are as follows:
= COVARIANCE.S(x data values, y data values)
= CORREL(x data values, y data values)

figure 3.25
 Excel Formulas Used to 
Calculate the Sample 
Covariance and Sample 
Correlation Coefficient

The letter “s” in the covariance function refers to the sample covariance. We use the 
letter “p” to calculate the population covariance. Notice that the values found using 
Excel functions are identical to the values we found using formulas 3.30 and 3.31. It 
feels good again!

The following Your Turn exercise will give you the chance to calculate the 
covariance of correlation coefficient for a negative relationship to test your skills on 
this topic.

Suppose Best Buy would like to examine the relationship between the price and weekly demand for a 
popular Epson printer. The following data represent the weekly demand for various price levels that were 
used for this printer.

Price and Demand Data for an Epson Printer

Price ($) Demand

 70 18

 75 23

 80 10

 85 16

 90 17

 95 15

100  6

a. Calculate the sample covariance for these variables.
b. Calculate the sample correlation coefficient for these variables.
c. Describe the relation between price and demand for this printer.

Answers can be found on page 147.

YOUR TURN10

PROJEC T : E XC E L
Describing_Data_Graphically_
and_Numerically
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3.2 Measures of Variability
Another way to describe a data set is through measures of variability, which determine 
how much spread is present in the data. For example, a student who gets A’s in half 
of his classes and F’s in the other half has the same GPA as a student who gets straight 
C’s. However, the first student—the one with more variability in his grades—has to 
retake many courses. The second student—the one with less variability—does not 
have to retake any courses and can graduate on schedule. In business, less variability 
is an indication of more consistency, which is usually more desirable, especially in 
the area of quality control. Recall my example earlier in the chapter regarding the fill-
ing process for Frosted Flakes and how troublesome high variability was.

The most common measures of variability are the range, variance, and standard 
deviation. Although these measures are not as widely used by the typical person as 
the mean and median, they are extremely important to those in the field of statistics.

The Range
The range is the difference between the highest value and the lowest value in a data 
set. The range, which is the simplest measure of a distribution’s variability, can  
be found using Formula 3.5. You already know the range from your work on  
construction frequency distributions using grouped data in Chapter 2. Remember 
the formula for the estimated class width.

Measures of variability show how 
much spread is present in the data.

The range, which is one measure of 
variability, can found by subtracting 
the lowest value from the highest 
value in the data set.

for the RangeFORMULA

3.5 Range = Highest value - Lowest value

figure 3.9
 Yearly Rate of Return in the Stock Market

return indicates loss. Figure 3.9 shows the yearly return rate in 
the stock market from 2003 to 2017. The drop in return rates  
in 2008 reflects the significant financial recession. The high 
return rate of 32% in 2013 makes it the best year after the recession. 
In this example, we have demonstrated that we can use the range 
to conclude that the economy is showing signs of recovering from 
the financial turmoil with no negative return since 2009 and 
higher values of return rates in the last couple of years.

STATS IN PRACTICE: Using the Range to Compare Stock Market Return Rate

Although the range as a measurement of variability has its limitations, 
it can be useful when measuring the return rate of the stock market. 
Rate of return is a profit on an investment over time. It is usually pre-
sented as a percentage of the original investment on annual basis. 
The higher the value of the rate of return, the better. Negative rate of 
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■■ The integration of Microsoft Excel® 2016—We use Excel to demonstrate the use of 
technology in business statistics, but not at the expense of understanding the underly-
ing concepts. We have spoken to students who have said that they know how to per-
form a procedure such as ANOVA on the computer but do not feel comfortable 
interpreting the results. By letting Excel do all the work, they miss the opportunity to 
understand the underlying concepts of the technique. The philosophy employed in this 
textbook avoids this unfortunate situation.
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DEAR STUDENTS

Information overload is a recognized mark of our time, and the daily data tsunami isn’t 
going to recede any time soon. There’s no doubt you will be exposed to an unprecedented 
volume of data and information throughout your career. While many around you are crying 
“I’m overwhelmed!” or even “man overboard!” you can take a different, much better 
approach. Developing the skills needed to organize and interpret important information is a 
key to success, especially in business.

The business statistics course you are beginning will give you invaluable tools that 
enable you to use data to make good business decisions. For example, if you were a man-
ager for AT&T or Verizon, could you conclude that the dropped-call rates for the two com-
panies are significantly different based on a sample of customers from each company? 
Would that data alone be enough to affect how you manage your business? Or, would you 
want to break it down further and analyze it by some additional other factor, the locations 
of dropped calls perhaps? After you have completed Chapter 10, you’ll be able to analyze 
data such as this and answer these questions with a high degree of reliability.

Throughout your business career you will find people at every level making decisions 
that have real consequences affecting business profitability and the jobs of real people. A 
skilled data analysis can give you an amazing window on aspects of a business that are sim-
ply not apparent without it.

We have written this textbook with you, the student, as our focus and the overall goal of 
helping you succeed both in this course and later in your career. The approach was devel-
oped over many years of teaching, and on the basis of that experience, We offer the follow-
ing advice to help you achieve your own goals:

■■ Make it to class regularly. If you don’t, you’ll miss the details that help you master the 
subject. No textbook, no matter how well written, can take the place of your instructor 
and the classroom interaction. Seriously, go to class!

■■ Take advantage of the “Your Turn” problems placed throughout the chapters. Solving 
them will reinforce key concepts and let you know if you fully understand the mate-
rial. The solutions to the problems at the end of each chapter give you immediate feed-
back, so I encourage you not to peek at the answers before you solve the problems or 
you won’t really know how you are doing!

■■ Solve as many of the chapter problems as you can before exams. Business statistics is 
not a subject that rewards cramming or winging it. The saying “practice makes per-
fect” holds true in this field, and working through a variety of problems will build 
your confidence during the semester. We have provided solutions to all the even- 
numbered problems in Appendix B at the end of the book.

Make sure to use Excel as much as you can. Excel is important for students when entering 
the workplace as it is one of the most utilized business intelligence tools. We have provided 
detailed steps and figures on how to use Excel for statistical analysis.

We hope that you come to share our enthusiasm for the value of business statistics this 
semester and that what you learn in this course contributes to your future success in the 
business world.
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A
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customer complaints, 71
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gasoline prices, 55, 75, 328, 355
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Hyundai Veracruz, 267
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options, 193
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Tesla, 67
tires, 18-43, 282, 364, 484–485, 631, 633
Toyota Camry, 66
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used, 142, 178, 243, 284, 694, 18-14
Volkswagen Beetle, 373
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B
Business and Economics

age and size of orders, 693
brand loyalty, 485
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corporate legislation, 486
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customer service times, 286, 324, 399
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779, 18-9, 18-14, 18-31, 18-44
homes, number of days on market, 70, 139, 285, 

302, 425, 556
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Island Art sales, 20, 607, 753, 778
Lowe’s receipt totals, 43, 375
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market shares, 72
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oil prices, 140
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price and demand, 648–649, 17-11, 18-34
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production subcontracting, 17-31
profit projections, 211–212, 239
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reorder points, 287
sales calls, 603–604
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small businesses, 409, 425–426, 483, 18-42
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Web traffic, 221, 286, 673, 18-35
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home size, 74, 406, 482, 18-42
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office complexes, 17-15
schools, 18-21
3D printed homes, 403, 621
zoning issues, 17-30–17-31

Consumers
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back-to-school spending, 442
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complaints, 69, 71, 225
Consumer Price Index, 778
customer service calls, 192–193, 230, 348, 425, 

531, 619, 686, 18-35–18-36
dining experiences, 54, 55
information provided by, 485–486
membership programs, 173
mystery shoppers, 518
order size, 67
satisfaction ratings, 59–60, 71, 102, 134, 140–141, 

179–180, 221, 331, 556, 692, 18-40
taste tests, 74
T-Mobile store visits, 75
Valentine’s Day spending, 317, 17-14, 17-26,  

17-29
Verizon cell phone minutes used, 70
warranty purchases, 59, 160, 230, 607

D
Demographics. See Statistics/

Demographics
Drink. See Food and Drink

E
Economics. See Business and Economics
Education

absences, 73, 102, 141, 239, 692–693, 18-41
age of students, 113
applications, 241, 358, 410
bachelor degree programs, 55
business major graduates, 128
capstone courses, 606–607
class sizes, 42, 75, 142, 399, 459, 554, 635
college financing, 73
day vs. evening sections, 70
earnings per degree, 284
enrollment forecasting, 779, 807
exam scores, 142, 318, 622, 627, 663, 708, 717, 729, 748
faculty performance ratings, 673, 18-35
financial aid, 240
GPA, 116, 302, 364, 649, 735, 738, 741, 746, 769, 

812, 18-43
grade inflation, 673, 812
grades by class year, 192
grades by gender, 59
grading times, 328
Harvard Business School applications, 266
male undergraduates, 191
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study time, 599
teacher salaries, 558, 631, 754
textbooks, 18-40
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tuition and fees, 112, 346, 486, 18-41

Engineering. See Construction and 
Engineering

Entertainment
box-office revenue, 122–123
cable television, 178
casino resorts, 514
children’s media use, 72
cruises, 459, 605
hotel rates, 267, 282, 317, 339, 422, 18-17, 18-26
late-night news viewers, 72
lead actors, 193
magazines, 17-34–17-35
movie theater prices, 317, 548, 791–792
music-streaming services, 72
music while dining, 554–555
Netflix subscribers, 67
Orange Lake Resort, 286
reading, 100
spending on, 317
spring break, 323–324
television, 317, 355, 373, 553, 585
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travel packages, 18-11
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sun protection, 573
whale watching, 242

F
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cable bills, 282, 424–425
car loans, 242, 358
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child care costs, 282
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S&P Index, 814
sponsored credit cards, 179
stock markets, 19, 807
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601, 18-39–18-40
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utility bills, 441–442, 557
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Welcome to the world of statistics! Although some of you might be excited about 
learning statistics, others of you are probably less than thrilled about it. Perhaps you 
have to take “sadistics” because your major requires it. However, before you write 
off the value of this learning opportunity, let’s discuss the role that statistics can play 
in your life. In today’s world, everyone is a consumer of statistics. By this, I mean 
that you are continually surrounded by data and statements about those data in an 
effort to influence you to purchase something, vote for someone, or change your 
opinion about an issue. Consider the following examples:

•	 When CBS Sports announces that 103.4 million viewers tuned in to the 2018 
Super Bowl (https://www.cbsnews.com/news/super-bowl-lii-tv-ratings/), do 
you understand the method used to determine this number? (How does CBS 
know that I, you, or anyone else watched the game?)

•	 When we hear on TV that President Donald Trump’s approval rating is 40% and 
in small print see {4%, do you understand the significance of this percentage?

•	 When you read an advertisement claiming that a new product is recommended 
by four out of five doctors, do you question the validity of the claim? (For 
instance, were the doctors paid for their endorsements?)

•	 When an online survey reports that Canon digital cameras are preferred to 
Nikon, does it concern you that the majority of the respondents could be Canon 
loyalists who repeatedly voted, skewing the results, or that the survey was con-
ducted on a Canon user’s forum?

Never before in the history of humankind have people had more data and informa-
tion at their fingertips than you do at this moment. Statistics can have a powerful 
effect on our feelings, our opinions, and the decisions that we make in our personal 
and professional lives. As a result, it’s very important that the statistics we report are 
both accurate and unbiased to ensure that they are properly utilized.

1.1 Business Statistics and Their Uses
Statistics is the mathematical science that deals with the collection, analysis, and pre-
sentation of data—data that can then be used as a basis for inference and induction. 
Business statistics is the science of statistics applied to the business world in an effort 
to improve people’s decision making in fields such as marketing, operations, finance, 
weather forecasting, and human resources, to name a few. Let’s look at a few exam-
ples of how business statistics can help an organization’s decision makers.

Marketing Research
Organizations rely heavily on business statistics when they conduct marketing research 
to determine what consumers want. For example, Kellogg’s could perform a taste test 
to determine if consumers prefer the company’s Cheez-It crackers to Nabisco’s Cheese 
Nips. (Being a life-long Cheez-It addict, I know where my vote will go.) Kellogg’s could 
also gather information about each consumer participating in the test in an effort to 
determine whether the people who prefer one brand to the other share similar charac-
teristics. This would be useful information for Kellogg’s future marketing efforts.

Advertising
Television networks set their advertising rates for commercials based on the sizes of 
viewing audiences. The networks receive the information from Nielsen Media 
Research, which collects data from approximately 41,000 U.S. households. The sam-
ple of households surveyed has been carefully selected so that the results can be 
used to infer the viewing habits of the entire country. Statistics are used to ensure the 
sample is properly chosen and to process the data into meaningful information for 
the networks. Based on this information, CBS was able to charge $4.5 million for a 
30-second Super Bowl ad in 2018.

Statist ics  is  the mathematical 
science that deals with the collection, 
analysis, and presentation of data, 
which can then be used as a basis 
for inference and induction.

In the 1980s, Marriott 
conducted an extensive 
survey to see how potential 
customers felt about the 
company’s current hotel 
offerings. Based on the 
results, Marriott designed a 
new hotel chain known as 
Courtyard by Marriott, which 
has been a huge success.

Business statistics are statistics 
applied to the business world to help 
improve decision making.

https://www.cbsnews.com/news/super-bowl-lii-tv-ratings/
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Operations
Statistics can also be used to help businesses operate better. Quality control, for 
example, is a vital concern for all successful organizations. The combination of busi-
ness statistics and quality control is a marriage made in heaven. If properly imple-
mented, statistics can help manufacturing and service organizations monitor their 
processes and determine when quality problems begin to occur. For instance, Kel-
logg’s can use statistics to determine if my Cheez-Its are overbaked or too salty. 
(Based on the box I’m sampling from at this moment, I’d say the company is doing 
an excellent job with its statistical quality control.)

Finance
When Donnelly began writing this textbook, the U.S. economy was in the middle of a 
deep recession. Part of the economic downturn was due to the poor lending practices of 
banks, particularly in the mortgage industry. If used properly, business statistics is an 
excellent tool to help banks identify consumers who are good credit risks and those who 
are not, based on characteristics such as income, education, and home-ownership. For 
example, Fair Isaac Corporation (FICO) developed the credit scoring system (FICO score) 
currently used by the industry, which is based on a variety of statistical techniques.

Weather
The weather forecast helps many people in planning their decisions and activities. 
Statistics is necessary in forecasting the weather since the atmosphere is continu-
ously changing and is not perfectly predictable. The use of predictive statistical 

STATS   IN PRACTICE: Careers in Statistics

It’s a great time to be in the job market if you have an interest and 
aptitude for statistics. This is due to an increase in demand for the 
skills of individuals who have developed a level of statistical literacy. 
The biggest driver for this demand is a global society that is both 
data-rich and data-dependent as technology continues to advance 
at an explosive rate. In recognition of this development more than 
150 professional organizations, including the American Statistical 
Association, designated 2013 as the International Year of Statistics.

There are abundant employment opportunities in today’s busi-
ness world that require expertise in statistics. The following are 
just a small sampling of the type of jobs available to people who 
have mastered this skill set.

•	 Marketing Analyst—Using statistics to analyze data related to 
people’s purchasing patterns has helped businesses understand 
their consumers’ buying behaviors. Companies that use data from 
social media platforms and create customized advertisements are 
examples of organizations that need this type of position to gain a 
competitive advantage.

•	 Financial analyst—Using a variety of statistical tools, financial ana-
lysts provide investment advice to businesses and individuals. 
Banks and investment firms are examples of organizations seeking 
this type of position.

•	 Actuary—In order to maintain profitability, insurance companies 
need actuaries to analyze risk factors for their customers in order to 
establish appropriate premiums for their service. Statistical tech-
niques play a major role in this analysis. Hospitals, banks, and  

government agencies are other examples of organizations that rely 
on these skills.

•	 Sports statistician—Many professional baseball, basketball, and 
football teams have hired statisticians in an effort to gain a competi-
tive advantage. Examples include:

°° Assistant General Manager Peter Brand, who was dramatized in 
the 2011 film Moneyball, used statistical analysis to help the 
Oakland Athletics assemble a competitive Major League Baseball 
team during the 2002 season. The Boston Red Sox won the 
World Series in 2004 (their first since 1918!) relying on some of 
the same statistical modeling used by the Oakland Athletics.

°° The Memphis Grizzlies, an NBA team, recently hired a vice presi-
dent of basketball operations because of his statistical expertise.

•	 Political analyst—A great deal of attention has been paid to predict-
ing political outcomes, such as elections, using statistical tools.

°° Nate Silver is an American statistician who has developed  
an impressive reputation for his accurate predictions  
in the political arena. I recommend visiting website, 
https://fivethirtyeight.blogs.nytimes.com/2013/, and reading  
his book The Signal and the Noise: Why So Many Predictions 
Fail, But Some Don’t. Penguin, 2015 to gain some insight into 
the benefits of statistics in this field.

And of course I’d be remiss not mentioning one last type of employ-
ment in the field of statistics—education. I can personally testify 
that teaching statistics to students and writing books to help them 
learn has been a very rewarding experience.

https://fivethirtyeight.blogs.nytimes.com/2013/
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models and technology forecasts the weather for a given location and time. More-
over, weather forecasts allows preparing for natural calamities, such as hurricanes 
and tornadoes to minimize the risk of disruptions and fatalities. For example, the 
weather forecast helped Floridians plan for Hurricane Irma in September 2017.  
Although many people had no power or water for days, the forecast allowed peo-
ple to stock up on dry food and water many days before the hurricane hit.

1.2 Data
Data are the foundation of the field of statistics and can be defined as the values 
assigned to specific observations or measurements. If I’m collecting data on my 
wife’s snoring behavior, I can do so in different ways. I can measure how many times 
Deb snores over a 10-minute period. I can measure the length of each snore in sec-
onds. I could also measure how loud each snore is using a descriptive phrase like 
“That one sounded like a bear just waking up from hibernation” or “Wow! That one 
sounded like a sea lion calling for its young.” (How a sound like that can come from 
a person who can fit into a pair of size 2 jeans is beyond me.)

In each instance, I would be recording data on the same event but in a different 
form. In the first instance, I would be measuring a frequency, or number of occur-
rences. In the second instance, I would be measuring duration, or length of time. 
And in the final instance, I would be measuring the event by describing its volume 
using words rather than numbers.

However, data all by themselves are not particularly useful. By definition, data are 
just the raw facts and figures that pertain to a measurement of interest. Information, on the 
other hand, is derived from the facts for the purpose of making decisions. One of the 
major reasons to use statistics is to transform data into information. For example, Table 1.1 
shows the temperatures in New York City (NYC) during the first week of January 2018.

D a t a  a r e  v a l u e s  a s s i g n e d  t o 
observations or measurements and 
are the building blocks of statistical 
analysis.

I n fo rmat ion  i s  da t a  t ha t  a r e 
transformed into useful facts that 
can be used for a specific purpose, 
such as making a decision.

   table 1.1  |   Temperatures in NYC in January 2018*

date actual temp high/low (°f)

Mon 1>1 19°>7°
Tue  1>2 26°>3°
Wed 1>3 30°>16°
Thu  1>4 29°>19°
Fri    1>5 19°>9°
Sat  1>6 13°>6°
Sun  1>7 18°>5°

*www.accuweather.com

Each individual temperature would be considered a data point. By themselves, the 
data points have limited value, other than to suggest that it is increasing or decreasing. 
To these data, let’s add the fact that the lowest historical average temperature for the 
first week of January was 38°>27°. We can conclude now, with the help of statistics, that 
the temperatures were actually a record low for NYC. Adding another fact, that the 
freezing temperature was 32° Fahrenheit, we may be able to conclude now that people 
in NYC were at high risk of hypothermia (the body gets too cold and starts losing tem-
perature at a higher rate than the body can generate). In order to address and analyze 
this, we will need to employ statistical analysis, which will be covered later in this text.

Data Sets and Databases
A collection of data points is called a data set. Notice how Table 1.1 is a data set that 
shows a collection of temperature data points for one week. This data set has a single 
dimension for the seven days: actual temperature high/low.

A data sets is a collection of data 
points in a single aspect.

www.accuweather.com
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A collection of data points that contains multiple rows (records) and columns 
(fields), and provides multiple dimensions for the data is called a database. Now 
consider the detailed weather forecast for the first week of January for NYC as 
shown in Table 1.2. The data is displayed in a multi-dimensional table that repre-
sents the forecast for multiple days (records) and multiple weather attributes (fields): 
day, actual temperature high/low, precipitation (chance of rain), snow, sunrise and 
sunset.

   figure 1.1
	 The Home Page of the 

Bureau of Labor Statistics

The Sources of Data
We classify the sources of data into two broad categories: primary data and second-
ary data. Secondary data are data somebody else has collected and made available for 
others to use. The U.S. government collects and publishes a variety of data that are 
readily available online. The U.S. Department of Labor collects mountains of data on 
topics such as consumer prices, inflation, unemployment, and productivity. The 
home page for the department’s website is shown in Figure 1.1.

Secondary data  are da ta tha t 
somebody else has collected and 
made available for others to use.

   table 1.2  |   Weather Forecast Database for January 2018

day actual temp high/low (°f)* precip. (in)* snow (in)* sunrise** sunset**

Rows or 
Records

Mon 1>1 19°/7° 0 0 7:19 AM 4:39 PM
Tues 1>2 26°/3° 0 0 7:19 AM 4:40 PM
Wed 1>3 30°/16° 0 0 7:20 AM 4:41 PM
Thurs 1>4 29°/19° 0.76 0 7:20 AM 4:42 PM
Fri 1>5 19°/9° 0 0 7:20 AM 4:43 PM
Sat 1>6 13°/6° 0 0 7:19 AM 4:44 PM
Sun 1>7 18°/5° 0 0 7:19 AM 4:45 PM

Columns or Fields
*www.accuweather.com
**www.weather.com

www.accuweather.com
www.weather.com
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Every 10 years the U.S. Department of Commerce conducts a nationwide census 
to gather a wide variety of data related to the country’s population. The data are also 
used by Congress to make decisions about the funding for community services 
throughout the United States. The data are also used to adjust the number of repre-
sentatives each state is allowed to elect to Congress. You can find census data on the 
Department of Commerce’s website.

The U.S. Geological Survey (USGS) provides an impressive assortment of scien-
tific information that is used to manage water, energy, biological, and mineral 
resources across the earth. For instance, did you know there are 250 species of squir-
rels in the world? If you don’t believe me, you can look the information up at the 
USGS’s website and become the local squirrel “expert” in your area.

The main drawback of using secondary data is that you have no control over 
how the data were collected. People tend to believe anything that’s in print, even if 
it’s not true. (You believe me, don’t you?) Some of it is wrong, and, as you will learn 
later in the chapter, some of it is deliberately biased. The advantage to secondary 
data is that they are cheap (sometimes free) and that they are immediately available. 
For someone looking for data quickly, secondary data provide instant gratification 
(assuming the data are accurate, of course).

Primary data, on the other hand, are data collected by the person or organization 
that eventually uses the data. This type of data can be expensive to acquire, but the 
main advantage of primary data is that the data are yours, and you have nobody else 
to blame but yourself if you make a mess of it. You can obtain primary data in many 
ways, such as by direct observation, via experiments, or through surveys.

Direct observation is a method of gathering data while the subjects of interest are 
in their natural environment, often unaware they are being watched. Observing wild 
animals stalking their prey in the forest or teenagers at the mall on Friday night are 
two examples. (Or are they the same example?) The advantage of this method is that 
the subjects will unlikely be influenced by the data collection process.

A focus group is a direct observational technique whereby individuals are often 
paid to discuss their attitudes toward products or services in a group setting con-
trolled by a moderator. For example, Fisher Price heavily relies on focus groups of 
both adults and children to obtain valuable feedback on new toy ideas. The partici-
pants are aware they are being observed.

In an experiment, subjects are exposed to certain treatments and the data of inter-
est are recorded. An experiment that tests the use of a new medical drug is an exam-
ple. Two different groups would be established: The first group would receive the 
new drug; the second group would be the control group. People in the control group 
would be told they are getting the new drug but would in fact get a placebo with no 
medication. The reactions from each group would be measured and compared to 
determine whether the new drug is effective.

The benefit of experiments is that they allow statisticians to control factors that 
could influence the results, such as the gender, age, and education of a participant. 
One major concern about collecting data through experiments is that the response of 
the subjects might be influenced by the fact they are participating in a study.

A survey involves directly asking people a series of questions. Surveys can be 
administered by e-mail, via the Web, through snail mail, face to face, or over the tele-
phone. (It’s the telephone survey I’m most fond of, especially when I get the call just as 
I’m sitting down to dinner, getting into the shower, or finally making some progress on 
the chapter I’m writing.) The questionnaire needs to be carefully designed to avoid any 
bias that could affect participants’ responses or confuse them. Bias can occur when a 
question is stated in a way that encourages or leads a respondent to a particular answer. 
For example, “Wouldn’t you agree that all drivers should wear a seat belt?” is a biased 
question. The influence the survey itself has on the responses of participants can also 
affect the quality of the data collected. Some participants will respond in a way they feel 
the survey would like them to. Figure 1.2 shows a portion of a survey I developed for 
users of the Claymont Community Center in Delaware. To encourage respondents to 
participate, an effective survey will state its purpose in the beginning, ask questions in a 

Primary data are data that you have 
collected for your own use.

Direct observation is a method of 
gathering data while the subjects of 
interest are in their natural environment, 
often unaware they are being watched.

A focus group is a direct observational 
technique whereby individuals are 
often paid to discuss their attitudes 
toward products or services in a group 
setting controlled by a moderator.

An experiment  is  a method of 
gathering primary data by exposing 
subjects to certain treatments and 
recording the data of interest.

A survey is a method of collecting 
primary data by directly asking 
people a series of questions. They 
can be administered by e-mail, via 
the Web, through snail mail, face to 
face, or over the telephone.

Research has shown that a 
question posed in a positive 
tone will tend to evoke a 
more positive response. A 
question posed in a negative 
tone will tend to evoke a 
more negative response. A 
good strategy is to pre-test 
your questionnaire before 
releasing it to actual 
participants.

The Internet has become a 
rich source of data for 
statistics published by 
various industries. I once 
found a Japanese study on 
the effect of fluoride on toad 
embryos. Before this 
discovery, I had no idea 
toads even had teeth, much 
less a cavity problem!
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clear and concise manner, and place the more personal demographic questions last—
when the respondents feel more comfortable with the process.

Claymont Community Center
Health Clinic

Customer Service Survey

Dear Customer,

            Our goal is to provide you with the best service possible. You can help us by taking a few minutes to answer
the following questions about the Claymont Community Center (CCC). This valuable information will be used to help
us to improve our services in the near future. The information gathered with this survey will be kept strictly con�dential.
Thank you for helping us.
            (Please place this form in the Customer Survey Box in the Health Clinic. If you need more time, you may return
the form on your next visit or ask for a stamped envelope to return it by mail.)

1. How long have you been using the Health Clinic?
(Check one)
_____ Less than one month
_____ 1 to 6 months
_____ 6 months to a year
_____ 1 to 3 years

2. How satis�ed are you with the quality of service
being provided by the medical sta� at the Health Clinic?
_____ Very Satis�ed
_____ Satis�ed
_____ Dissatis�ed
_____ Very Dissatis�ed
Comment__________________________________
__________________________________________

3. Please provide the following personal information.
Again, all information will remain con�dential.

Zip code of your residence:________________

Gender: _____ Male _____ Female   Age: _____

Marital Status: _____ Married _____ Single
_____ Separated _____ Divorced _____ Widowed

Are you the head of your household?
_____ Yes _____ No

What is your annual gross income?
_____ Less than $10,000  _____ $30–40
_____ $10–20 _____ $40
_____ $20–30

   figure 1.2
	 An Example of a Survey

Identify if the data required for each example are primary or secondary. For primary data, determine the 
best way in which the data should be collected. In other words, should the data be collected via observa-
tion, experiment, or survey?

1.	 Apple would like to measure the satisfaction levels of customers who purchased its new iPad 
product.

2.	 Pepsi would like to determine if consumers prefer the taste of Diet Pepsi to Diet Coke.
3.	 Cleveland State University needs to determine the current inflation rate to determine the annual sal-

ary increases for its staff for the upcoming year.
4.	 McDonald’s would like to determine the average wait time for customers who use its drive-through 

windows during the lunch hour.

Answers can be found on  page 21.

YOUR TURN1

Online surveys are a convenient way to acquire data. Companies such as 
SurveyMonkey provide people with a low-cost way to design surveys, collect 
responses, and analyze the data. The SurveyMonkey website claims that 80% of the 
Fortune 100 companies are users of the service. However, there are challenges to 
Internet surveys, which will be discussed later in this chapter.

To test your understanding of data sources, I encourage you to spend a few min-
utes answering the questions in the following Your Turn section.

The Two Main Types of Data
Another way to classify data is by whether they are quantitative or qualitative:

•	 Quantitative data use numerical values to describe something of interest either by 
measuring it (such as its weight, height, or distance), we call this continuous data, 
or by counting it (such as the number of customers or repeat customers a busi-
ness receives)—we call this discrete data.

Quantitative data use numerical 
values while qualitative data rely on 
desc r ip t i ve  te rms  to  desc r ibe 
something of interest.

Quantitative continuous data are 
values that can take on any real 
numbers, including numbers that 
contain decimal points.

Quantitative  discrete data  are 
values based on observations that 
can be counted and are typically 
represented by whole numbers.

We relied on SurveyMonkey 
to develop this textbook. 
Faculty and students tested 
the book before publication 
and provided valuable 
feedback through this 
website. I’m a satisfied 
customer!
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•	 Qualitative data use descriptive terms to measure or classify something of inter-
est. One example of qualitative data is the name of a respondent in a survey and 
his or her level of education. Mathematical operations such as addition, subtrac-
tion, multiplication, and division cannot be performed on this type of data.

Classifying Data by Their Level of Measurement
Another important way to classify data is by the way the data are measured. This dis-
tinction is critical because it affects which statistical techniques we can use in our analy-
sis of the data. The four levels of measurement are nominal, ordinal, interval, and ratio.

A nominal level of measurement deals strictly with qualitative data assigned to 
predetermined categories. One example is the gender of a survey respondent, with 
the categories being male and female. This type of data is referred to as nominal data, 
or categorical data. It does not allow us to perform any mathematical operations on 
it, such as adding or multiplying. We can only give the data names and categorize 
them. (The word nominal actually means “pertaining to names.”) We also cannot 
rank-order the data in any way from highest to lowest. An example is the state in 
which the survey respondent resides, such as Delaware or New Jersey (although I 
would try to rank my home state of Delaware on top.)

Other examples of nominal data are zip codes and telephone numbers, which 
can’t be added, subtracted, or placed in a meaningful order of greater than or less 
than. Even though the data consist of numbers, they are handled just like qualitative 
data. Nominal data are considered the lowest level of data, and, as a result, the sta-
tistical techniques used to analyze them are the most restrictive.

An ordinal level of measurement can be conducted on data that are on the next 
level up on the food chain. Ordinal data has all the properties of nominal data, with 
the added feature that we can rank-order the values from highest to lowest. The fol-
lowing example explains ordinal measurement: Recently, I felt challenged by two 
neighbors who claimed their lawnmowers were faster than mine. Naturally, this had 
to be settled by a lawnmower race down our street, Gaebel Lane. Sadly, I present 
Figure 1.3, which shows that I lost the race. My neighbor Tom came in first, my 
neighbor Scott came in second, and I came in third.

Nominal data are data that are 
described as a category or a label. 
Examples  are  gender  (male  or 
female), marital status (married, 
single, divorced, widowed), or yes/no 
responses.

Ordinal data have all the properties 
of nominal data, with the added 
feature that we can rank-order the 
values from highest to lowest.

   figure 1.3
	 An Example of Ordinal 

Measurement: Tom, Me, 
and Scott (from left to 
right) on Our Mowers

We still can’t perform mathematical operations on this type of data, but we can say 
that Tom’s lawnmower was faster than mine and Scott’s. However, we cannot say how 
much faster because we didn’t record the times of the lawnmowers. We just noted who 
came in first, second, and third. Ordinal data that have been collected do not allow us to 
make measurements between the categories or to say, for instance, that Scott’s 
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lawnmower is twice as fast as Bob’s. For that, we need a different type of data. (In case 
you were wondering, I have been unsuccessful at convincing Deb that I need more horse-
power to restore our family honor at the Second Annual Gaebel Lane Lawnmower Race.)

Education level is another example of ordinal data. A master’s degree is ranked 
higher than a bachelor’s degree, which in turn is ranked higher than a high school 
diploma. However, we are unable to measure the difference between these degrees in a 
meaningful, mathematical way. For instance, it would not be accurate to claim the dif-
ference between a master’s and a bachelor’s degree is more than the difference between 
a bachelor’s and a high school degree. A property of ordinal data is that the differences 
between categories are not meaningful and, therefore, cannot be measured.

Ordinal data can also be numerical. One example of numerical ordinal data is 
when we rate movies with one, two, three, or four stars. Although we can order the 
movies by their ratings, we can’t, for example, claim that a four-star movie is four 
times as good as a one-star movie.

The interval measurement level is yet a higher level of measurement. It measures 
interval data, which are strictly quantitative. Temperature measurements in degrees Fahr-
enheit are an example of interval data. With this level, we can measure the differences 
between the categories with actual numbers in a meaningful way. For instance, 70°F is 5° 
warmer than 65°F. However, multiplication and division can’t be performed on this level 
of data. Why not? Simply because we cannot argue that 100°F is twice as warm as 50°F. 
The logic of this claim becomes more obvious when we convert the temperatures to the 
Celsius scale. The same two temperatures convert to 38°C and 10°C, respectively, so the 
twice-as-warm argument does not hold true. To help explain this, try baking a cake at 
twice the recommended temperature in half the recommended time. Yuck!

Another characteristic of interval data is that they do not have a true zero point. 
The term true zero point means that a zero data value indicates the absence of the 
object being measured. For instance, 0°F and 0°C do not represent the absence of tem-
perature, even though it may feel like it.

Your grade point average (GPA) is another example of interval data. We can 
measure the difference between a 4.0 and a 2.0 GPA by simply subtracting the two 
values. However, it would not be an accurate statement to claim that a 4.0 student is 
twice as smart as a 2.0 student. Also, GPA has no true zero point because a 0.0 GPA 
does not indicate the absence of a grade point average.

The most versatile of data types is the ratio level of measurement. Ratio data are as 
good as it gets as far as data are concerned. Examples of this type of data are ages, 
weights, prices, and salaries. Ratio data have all the features of interval data, with the 
added benefit of a true zero point. For instance, a zero salary indicates the absence of any 
salary. With a true zero point, we can say that a person who is six feet in height is twice 
as tall as a three-foot person or that a 20-year-old person is half the age of a 40-year-old.

The distinction between interval and ratio data is a fine line. To help identify the 
proper scale, use the “twice as much” rule. If the phrase “twice as much” accurately 
describes the relationship between two values that differ by a multiple of two, then 
the data can be considered to be ratio level.

Figure 1.4 shows the relationship between the levels of data measurement and 
the two main types of data, and Table 1.3 summarizes the properties of the four lev-
els of data measurement. As we explore different statistical techniques later in this 
book, we will revisit these different measurement scales. You will discover that spe-
cific techniques require certain types of data.

Ratio data have all the features of 
interval data, with the added benefit 
of having a true zero point.

Interval data, which are strictly 
quantitative, allow us to measure the 
differences between the categories 
with actual numbers in a meaningful 
way.

Types of Data

Qualitative Quantitative

Nominal Ordinal Interval Ratio

   figure 1.4
	 The Two Main Types of 

Data and Their 
Corresponding Levels

For example, dollars are 
considered to be ratio data 
because $20 is twice as much 
as $10.




